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The presentation and framing of information are central to many information experiments.
In the context of corruption, policymakers and NGOs face the challenge of effectively informing
citizens about malfeasance in their local governments. This task involves identifying messaging
strategies that are sufficiently compelling to capture public attention. To address this, we con-
ducted three online experiments: (1) a repeated-measures factorial experiment, (2) an adaptive
experiment that sequentially allocates subjects based on the relative performance of each treat-
ment arm, and (3) an Al-enhanced adaptive experiment. Across these studies, we evaluated
various information strategies commonly employed in corruption-focused research. In Studies 1
and 2, we found no single messaging strategy that consistently outperformed others. However,
loss-framed messages tended to be slightly more persuasive. We also observed that simpler
metrics of corruption were often as persuasive as more sophisticated ones. Finally, we found
no substantial differences between spatial comparisons (across municipalities) and temporal
comparisons (over time) in terms of persuasive impact.



1 Motivation

There is extensive evidence suggests that regardless of national context, respondents express
negative attitudes towards corruption, particularly in the public sector (Lagunes and Seim,
2021). There is also some consensus among scholars that corruption is a salient issue for the
average individual (Polk et al., 2017; Engler, 2020). Thus, it would be reasonable to expect
that citizens would pay attention and care about news or information about corruption that
may affect their private or social welfare (Harm Rienks, 2023).

Early research has pointed out that information about malfeasance generated from gov-
ernment audit reports affects the political preferences of the average voter. Ferraz and Finan
(2011) find that media coverage of corruption audits reduces support for the incumbent. Sim-
ilarly, de Figueiredo, Hidalgo and Kasahara (2012) report finding mixed results in changing
voters’ political preferences when they are informed about the incumbent’s performance more
generally (Pande, 2011; Pande et al., 2011). More recent research has found null the effects
of malfeasance information on voting behavior (Arias et al., 2022; Chong et al., 2015; Boas,
Hidalgo and Melo, 2019). This accrued evidence liking information with accountability raises
several questions about the information chain through which citizens learned about their elected
officials’ wrongdoing.

More recent research has leveraged the information produced from audits to causally identify
the effects of corrupt information on voting behavior and belief updating using large-scale field
experiments. A closely related study is Arias et al. (2022), where the authors examined how
voters updated their beliefs once informed of malfeasance in mayoral spending. The authors
compiled data from audits conducted by the Federal Auditor’s Office in Mexico, which reports
the share of spending of federal funds diverted into unauthorized projects, as well as the share
of these funds for which the municipality is unable to provide accounts. Similarly, Chong et al.
(2015) evaluate the impact of audit-based information, using a similar treatment to Arias et al.
(2018), and find that corruption information did not shift citizens’ beliefs about corruption levels
or support for the incumbent, but it did depress turnout.! Boas, Hidalgo and Melo (2019) also
conducted an experiment using data from audits conducted by the State Accounts Courts of

Pernambuco in Brazil to study significant disparities between voting behavior obtained from

'Similar studies to Arias et al. (2022) were conducted in Mexico by Enrique et al. (2019) and Larreguy,
Marshall and Snyder (2020).



survey and field experiments. 2

As outlined in the previous literature, most experimental work on corruption relies on mes-
saging strategies that convey quantitative information about malfeasance. However, it remains
challenging to determine whether null effects are, in part, artifacts of how this information
is assembled and presented to voters.> This puzzle raises several important questions: What
types of messages are most likely to influence public opinion? Which components of corruption-
related content are most persuasive or accessible to citizens? Addressing these questions requires
identifying and systematically testing a range of possible message candidates. This paper con-
tributes to this effort by thoroughly evaluating several information strategies commonly used in
the literature while also introducing previously unexplored narrative approaches to malfeasance
messaging.

This paper investigates which corruption-related information is most compelling to the av-
erage citizen to the average citizen drawing on evidence from three experimental designs: 1) a
repeated-measures factorial design, 2) An adaptive experiment, and 3) a conventional exper-
iment augmented with Al-powered qualitative interviews. Rather than focusing on political
outcomes, we assess respondents’ evaluations of various messaging strategies along dimensions
such as clarity, persuasiveness, and trustworthiness. We complemented these evaluation mea-
sures with a behavioral outcome: respondents’ willingness to seek information about corruption
in their local constituency. We further examine participants’ attentiveness and comprehension
to evaluate the extent to which each message format facilitates understanding and engagement.

Our findings suggest that information strategies that highlight the foregone social benefits
lost due to corruption are slightly more persuasive than those focusing on its economic costs.
Additionally, when comparing different benchmarking strategies, we find that tracking malfea-
sance over time within a municipality is somewhat more effective than spatial comparisons,
where malfeasance is compared across municipalities within the same region. We do not ob-
serve significant differences across treatments in terms of their impact on information-seeking
behavior. However, treatments that perform poorly in encouraging information-seeking behav-

ior tend to be positively evaluated on their persuasiveness measures.

2Jablonski et al (2021) also compiled information from audits carried out by enumerators on primary schools,
roads, health care, and water access quality in Ugandan villages. The author created indices of "service quality"
for each village and informed voters whether their village performed better or worse than other villages within the
same district. The authors find no effects of their treatments on changing citizens’ beliefs about the incumbent’s
integrity and effort, as well as voting outcomes.

3Incerti (2019) provides a comprehensive analysis of why information treatments on corruption may yield
null effects.



This paper contributes to the literature that links malfeasance information and corruption
by providing insights into what features of malfeasance information are relevant/informative
to individuals. It also contributes to the research within the field of behavioral science on the
effects of framing. This research has broadly studied whether conveying the same information
in a gain/loss frame significantly affects individuals’ behavior of interest. In this study, we give
empirical evidence to demonstrate whether individuals find more compelling information that
incorporates several frames versus standard "default" information messaging strategies.

The second contribution of this paper is to the nascent literature that implements adap-
tive experiments within the fields of political science and economics. This study introduces
and incorporates the concepts of dynamic stochastic optimization and reinforcement learning,
predominantly used within the computer science discipline, into an online experiment aimed at
identifying the best-performing information strategies while exploring underperforming ones.

This paper continues as follows. Section 2 summarizes the different information strategies
used in corruption surveys and field experiments. Section 3 explains the experimental ap-
proaches implemented in this study and the selection of outcomes. Section 4 provides more
details about estimation methods and adjustments required to draw inferences from adaptive
experiments. Section 5 summarizes the study’s empirical findings using several estimation

strategies. Finally, in Section 6, we summarized this study’s main findings and limitations.

2 Information Treatments

Most of corruption information experiments extract critical information from audit reports
or close facsimiles to generate their information treatments. These dossiers, for example, usually
contain information about the number of irregularities, the severity of the irregularities, or the
amount of malfeasance found. Table 1 synthesizes the message content or format of the malfea-
sance information treatments used in these experiments. We identify ten specific dimensions
organized into two general categories: metrics and benchmarking. As Table 1 suggests, these

studies have little consistency regarding messaging strategies, content, and metrics.
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An essential piece of information that these government audit reports generate is the financial
losses associated with corruption. Here is where the literature on "choice architecture' and
financial decision-making could be relevant and help explain how citizens would respond to
losses related to wrongdoing (Thaler, 2016). This literature can provide valuable insights into
how the average citizen draws conclusions about their governments’ levels of corruption. This
literature also underlines how framing this financial information can promote welfare-enhancing
decisions.

Recent contributions from "choice architecture” literature suggest that enhancing the pre-
sentation of information associated with financial choices improves consumer welfare. The U.S.
CARD Act of 2009 (Soll, Keeney and Larrick, 2013) is a classic illustration of this and, more
recently, Carpenter et al. (2020) have demonstrated that an enhanced information presentation
design for pre-paid cards can generate substantial consumer benefits. Similar welfare gains
can be found in information provided to individuals about savings and retirements option.
(Cronqvist, Thaler and Yu, 2018) has found that choice architecture has a long-term impact
on pension savings. (Liebman and Luttmer, 2015) identifies that even relatively minor infor-
mation enhancements can significantly impact planning for Social Security. As Benartzi and
Thaler (2007) note, there are no neutral choice architecture designs, and even small details
could matter in the design of saving vehicles.

Average voters, like the average consumer, are expected to digest malfeasance information
in their government and use this to inform their vote choice. Thus, testing different contents
and frames of malfeasance information would help us tease apart which dimensions are more
welfare-enhancing for the average citizen. From what we have gathered from the literature (see
Table 1), the information about malfeasance can be broken into two dimensions: corruption

metrics and how these metrics are bench-marked.

Metrics Several studies have used different metrics to inform citizens about elected officials’
corrupt behavior. The table 1 reports seven distinct measures of malfeasance. For example,
Boas, Hidalgo and Melo (2019) in Mexico provided a simple metric on whether the audit agency
approves or rejects the municipal accounts. Similarly, Pande et al. (2011) used a newspaper
report card showing election candidates’ criminal convictions. These studies illustrate the wide
range of metrics used in corruption information experiments.

A second group of metrics informs citizens of the monetary costs associated with irregular



activities. A case in point is the Buntaine and Daniels (2020) Uganda experiment, in which the
authors include the total cost of malfeasance as one of their treatments. Likewise, Arias et al.
and Buntaine and Daniels express the cost of malfeasance as a percentage of the municipal
budget. Thus, this metric is arguably much richer than the former, as it provides information
about the magnitude of corruption.

A third metric is to express the cost of malfeasance as foregone expenditures on a partic-
ular public good. For example, Arias et al. (2019) ’s treatment expresses the magnitude of
malfeasance in terms of foregone spending on social programs. Similarly, Larreguy, Marshall
and Snyder (2020)’s experiment reports the amount of funds spent on unauthorized projects.

All three metrics convey different dimensions and features of wrongdoing.

Benchmarks. Table 1 also highlights field and survey experiments that incorporate a bench-
mark as part of their information strategy. The rationale is that voters are better able to assess
whether malfeasance in their local government is high or low when provided with a relevant refer-
ence point. These benchmarks signal to individuals the extent to which government institutions
or elected officials deviate either (1) from other municipalities (spatial benchmarks) or (2) from
their own levels of malfeasance in previous years (temporal benchmarks). These benchmarking
strategies build on a substantial body of theoretical and empirical literature that underscores
the role of retrospection and comparative evaluations in shaping vote choice (Ferejohn, 1986;
Fiorina, 2006; Besley, 2006; Besley and Case, 1995; Healy and Malhotra, 2013).

Recent efforts to assess the impact of malfeasance messaging on political accountability
have increasingly emphasized the role of benchmarking. The studies presented in Table 1 adopt
different benchmarking strategies. Lierl and Holmlund (2019) employ a temporal frame by
comparing current performance to that of the previous municipal government and a spatial
frame by benchmarking the subject’s municipality against a national average. However, neither
frame significantly affected their outcome variables: voter turnout and voter preferences. In
contrast, Bhandari, Larreguy and Marshall (2019) find that temporal benchmarking (comparing
an incumbent’s performance to that of previously elected officials in the same district) leads to
belief updating relative to their spatial benchmark.

Benchmarking can also be connected to the literature on reference points. At the core of
this theory is the notion that individuals evaluate outcomes and form preferences relative to a

reference point. Prospect theory, as developed by Kahneman and Tversky (1979), posits that



the utility of an outcome is driven more by changes from this reference point than by the out-
come’s absolute value. Scholars have proposed several candidates as potential reference points,
including the status quo (Kahneman, 1992), individual expectations (Augenblick and Rabin,
2021), and social comparisons both within and across groups (Hargreaves Heap, Ramalingam
and Rojo Arjona, 2017). As such, it is reasonable to expect that information treatments incor-
porating benchmarks may shift the salience of specific reference points, thereby influencing how
individuals interpret and respond to corruption-related messages.

In our experiment, all information treatments were designed using historical data from audits
undertaken by the Comptroller General Office of Chile (CGO). This data contains over 900
audit reports undertaken in the last six years. These audit reports provide detailed information
on malfeasance identified in local governments, including the extent of malfeasance and the
number of irregularities discovered. The purpose of using this data is to convey information
about malfeasance that citizens would likely be exposed to in conventional media outlets or

social media platforms.

3 Experimental Designs

To evaluate what frames and content of information metrics are more compelling, we con-
ducted three online experiments that have three critical components: 1) The medium to deliver
the information treatment is short 50-second videos.* 2) A repeated-measures factorial and an
adaptive sampling strategy that sequentially modifies treatment assignment shares based on the
performance of each arm. 4) An AI interview. 5) A behavioral information-seeking outcome
that seeks to differentiate which frames and pieces of content about corruption are evaluated to

be more compelling.

Repeated-Measures Factorial Design - Study 1 In this repeated measures factorial ex-
periment, each respondent evaluated 6 randomly selected videos out of twenty-four information

treatments. We collected 3,996 observations, which translate, on average, 166 evaluations per

4An increasing number of online and field experiments have used videos as the medium to deliver their infor-
mation interventions. For example, Dunning et al. (2019) filmed interviews with 100 parliamentarian candidates
in 265 villages in Uganda. These videos contained information such as the candidates’ names, party affilia-
tions, and policy priorities. Similarly, Bidwell, Casey and Glennerster (2020) randomly screened video debates
across pooling stations, aiming to increase political knowledge. The evidence for choosing this medium is two-
fold: Firstly, from a previous survey, Chileans reported receiving political information through platforms such
as WhatsApp, and they primarily received this information in video format. Secondly, Wittenberg et al. (2021)
find that videos are modestly more persuasive than written material when it comes to communicating political
issues to citizens.



video.?

The 24 different treatment combinations can be derived from Table 2 summarizes the three
factors and their levels (2 x 6 x 2 = 24) in this factorial design. The first factor is benchmarks,
which has two levels. In the spatial level, respondents will learn the amount of malfeasance
of the hypothetical municipality compared to other regional municipalities. In contrast, the
temporal level will compare the current amount of malfeasance (in Chilean pesos) versus the
amount reported in the previous audit. Screenshots of these information treatments are shown
in Figures 15 and 17.

The second factor, metrics, has three levels: The first is Individual, which expresses the
cost of malfeasance as a share of every $1,000 Chilean pesos of the municipality’s spending
budget. The second metric is Foregone Social Benefits, which expresses the number of influenza
vaccines that could have been bought with the total malfeasance amount. The third level is
Standard, which reports the number of irregularities. One important point to highlight is that
all treatments report the exact quantities; as a result, the only feature that changes across
treatment conditions is the presentation and framing of the information.

The third dimension, Levels, has two levels: a High or a Low malfeasance. In the High
condition, respondents were informed of high levels of corruption either in terms of resources,
the number of irregularities, or their severity relative to the spatial or temporal frame. In the
Low condition, respondents in the spatial frame received information that the municipality is
within the lowest levels of the distribution of malfeasance in its region. In contrast, within the
temporal frame, respondents received information indicating that the municipality has shown

a small reduction in malfeasance compared to the previous year.

5Table 25 in the Appendix provides details of the sample per arm.



Table 2: Description of treatment factors - Study 1

Factor: Bench-marking

Comparison of total amount of malfeasance across municipalities

Spatial in the same region.

Comparison of total amount of malfeasance across time of the
Temporal C

same municipality

Factor: Metrics
Standard Total number of irregularities
Severity Severity of the irregularities
Resources Total amount of malfeasance expressed in Chilean pesos
Foregone Equivalent number of resources loss in terms of influenza vaccines

Programme Report the total amount of malfeasance and the programmes affected
Individual ~ Share of $1,000 of the municipality’s budget loss due to malfeasance

Factor: Levels

Temporal: Substantial increase in the amount of malfeasance
Spatial: Top-ranked across the region

Temporal: Minor increase in the amount of malfeasance
Spatial: Low-ranked across the region

High

Low

Adaptive Experiment - Study 2 A common limitation in these types of studies is that
researchers/policy-makers are rarely able to test the full range of dimensions they are inter-
ested in. As a result, they face a trade-off between exploring a broad set of factors versus
producing well-powered, precise estimates for each treatment arm. In this scenario, adaptive
experiments may ease this search and efficiently discern the best-performing treatment arm(s).
In this design, treatment assignment shares are updated based on observed outcomes rather
than allocating experimental units with a fixed probability. It is in this continuous cycle of up-
dating treatment assignment probabilities based on interim results that adaptive experiments
can efficiently identify the most promising treatment arm(s) (Scott, 2010).”

Adaptive experiments rely on algorithms that balance the trade-off between exploitation and

exploration, conditional on the goals of the researcher or policymaker.® These goals may range

5There has been a relatively small but increasing number of adaptive examples within economics and political
science. Bahety et al. (2021) conducted a ten-batch experiment sending SMS texts aimed at encouraging compli-
ance with social distancing and hand-washing guidelines in India during COVID-19. Their experimental design is
very similar to this study, comprising 10 information arms divided into 10 waves. Esposito and Sautmann (2022)
conducted a two-wave adaptive experiment testing six forms of automated calls in Kenya to encourage parents
to read to their children. Caria et al. (2020) carried out an adaptive experiment to identify welfare-maximizing
employment policies for Syrian refugees and local job-seekers.

"The recent literature on adaptive experiments draws heavily from Reinforcement learning, specifically ad-
dressing the exploration-exploitation trade-off, also known as the "multi-armed bandit problem." Researchers test
multiple interventions but sequentially observe noisy signals about their quality (Russo, 2020). Various algorithms
balance exploration and exploitation of policies.

8Common algorithms include equal allocation, greedy, softmax learning, upper confidence bound (UCB),

10



from maximizing the precision of treatment effect estimates and minimizing regret to maxi-
mizing exploration in settings where there are no strong priors about the quality of competing
treatments.”

The Thompson Sampling for the Bernoulli Bandit algorithm (Thompson, 1933) stands out
for balancing exploration with exploitation of the best-performing arm(s). This algorithm’s
heuristic explores all treatment arms to gather more information about their quality. However,
as soon as it gains sufficient knowledge of which arm is the best, it assigns more units to that
arm (Scott, 2010). The number of experimental units assigned to each treatment is based on the
posterior probability of that arm being the best intervention. Table 1 outlines the Thompson
Sampling Algorithm for batch experiments.

Based on simulations and pilot results reported in the Appendix, we implemented a mod-
ified version of the Thompson sampling algorithm proposed by Kasy and Sautmann (Kasy
and Sautmann, 2021), known as Ezploration Sampling. This algorithm effectively balances ex-
ploration/exploitation by gradually switching sampling away from those treatment arms that
are unlikely to be optimal.!’ Kasy and Sautmann demonstrate that their proposed algorithm
converges at the same rate as their posterior probability. When a treatment converges more
quickly, the algorithm reduces or halts further assignment to that arm, allowing other, less-
explored arms to “catch up.” This mechanism increases expected welfare by preventing more
than 50 percent of experimental units from being assigned to the seemingly best-performing
treatment too early. Furthermore, this algorithm avoids prematurely halting exploration of
potentially sub-optimal arms, thus preserving learning opportunities. In their framework, gz
denotes the share respondents assigned to each treatment arm k, where equations 3 and 4

detailed gy ¢ its computation.

Gittins index, and top-two Thompson sampling.

9In computer science, regret refers to the difference between the expected reward of the best arm and the
reward obtained through the experimental assignments.

O Thompson sampling substantially increases the probability of making a Type-1 error by roughly 10%.

11



Table 3: Algorithm Batch-wise Thompson Sampling

Algorithm 1: Batch-wise Thompson sampling

1: Iniatize priors such that (ag1 =1, 1) for k=1,.... K
2:  Calculate py; = P[0y = argmax{O1,...0x } (a1, B1.t), s (k10K 1)]
for k =1...Kx
Sample n observations, assigning treatment with probabilities
(pl,t, .---pK,t)-
4: Update posteriors, for k =1, ..., K:
Q41 = Qg + #success observed for arm k in period ¢

Brt+1 = Brt + #success observed for arm k in period ¢

qkt = St 'Pk,t(l _pk,t) (1)

1
2k Pt (1= pri)

Pri = P4 (k — arg max 6F ) and S; =
k'/

qkt = St 'Pk,t(l - Pk,t) (3)

1
Zk Pkt - (1 - pk,t)

Prt = b4 (k: = arg max 49]“/) and S; = (4)
k’

The adaptive experiment was conducted in eleven batches. The first batch comprised 200
respondents, while each of the remaining 10 batches included 100 respondents, resulting in a
total sample size of 1,200.!1 We increased the size of the first batch based on the simulations
reported in Figure 11 and the results from the pilot conducted before the study. Having a
larger first batch size can contribute to yielding more accurate estimates of the quality of each
arm from the outset. However, this design choice involves a trade-off: treatments that begin
to perform optimally in later batches may receive insufficient exposure due to earlier allocation

decisions. Additional details of the first batch size and RMSE are reported in Figures 12

1We are considering running a final batch with 400 respondents.
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to 14 in the Appendix. Furthermore, pilot results indicated that poor-performing treatment
arms in the first batch were severely penalized in terms of treatment assignment shares for
the second batch, resulting in treatment assignment probabilities falling below 1%. Table 18
in the Appendix compares treatment assignment shares for first batch sizes of 100 and 200
respondents, based on this pilot study.

For the first batch, we set a uniform prior, treating all treatment arms as equally likely to be
an optimal arm. This means that treatment assignment shares for each arm were the same (one-
sixth each). After collecting data from each batch, we computed the posterior probabilities that
each arm was the best. We used Monte Carlo sampling to approximate the posterior probability
values pq, ++1. These posterior estimates were then used to determine the exploration sampling
shares, g ¢, for the subsequent batch.!?

In this second study, we focused on the top 6 top-performing treatments identified in the
repeated-factorial design. Table 4 summarizes the content and format of the malfeasance mes-
sages used in the experiment. The experimental design incorporates two key dimensions: bench-
marks and metrics. The first dimension, benchmarks, includes two levels. In the spatial condi-
tion, respondents were shown the amount of malfeasance in a hypothetical municipality relative
to other municipalities in the same region. Whereas in the temporal condition, respondents ob-
served the current amount of malfeasance from the most recent audit compared to the amount
reported in a previous audit. Screenshots of these information treatments are displayed in
Figures 15 and 17.

The second dimension, metrics, includes three levels. The first, Individual, presents the cost
of malfeasance as a proportion for every $1,000 Chilean pesos the municipality spends. The
second metric, Foregone Loses, frames the cost in terms of the number of influenza vaccines that
could have been purchased with the total amount of malfeasance. The third level, Standard,
reports the number of identified irregularities in the audit process. All treatments report the
exact quantities; thus, the only variation across treatment conditions lies in the presentation

and framing of the information.

2The model fitted is a Bayesian Bernoulli model with uninformative beta priors. However, for more sophisti-
cated experimental settings, it would be possible to use hierarchical Bayesian models to capture the heterogeneity
within different strata or groups

13



Table 4: Description of Treatment Factors - Study 2

Factor: Frame

Comparison of the total amount of malfeasance across

Spatial e .
patia municipalities in the same region.
Comparison of the total amount of malfeasance across
Temporal . s
time of the same municipality
Factor: Metrics
T
Individual Share of $1,000 of the municipality’s budget loss
due to malfeasance
Equivalent number of resources loss in terms
Foregone

of influenza vaccines

Standard ~ Number of irregularities found in the last audit

The treatments were delivered through a 50-second video that presented the information
in a fixed sequence: 1) For the Individual and Foregone treatments, participants were first
informed that corruption occurred in a municipality, followed by the total amount of malfeasance
expressed in Chilean pesos. For the Standard treatments, it also communicated the presence
of malfeasance but then reported the total number of irregularities found in the hypothetical
municipality. In the second part of the video, respondents received the benchmark component
of the treatment. Then, at the end of the video, respondents received the Metrics component

of the treatment.

AI-Chatbot Enhanced Adaptive Experiment - Study 3 (Pilot) In Study 3, we built
on the six treatment conditions in Study 2 by further examining the role of benchmarks in
persuading respondents and facilitating learning. Table 5 summarizes the factors and levels
included in the study. For the benchmark factor, we introduced two additional levels: 1)
National, which compares the hypothetical municipality’s levels of malfeasance to the national
average, and 2) Ranking, which compares malfeasance levels across the region with municipalities
ranked by their corruption levels. In this frame, the hypothetical municipality was assigned the
highest rank for malfeasance. For the temporal benchmark, we added two additional levels: 1)
A comparison of the total amount of malfeasance against the average amount of malfeasance
found in previous audits since 2016, and 2) a comparison of the current malfeasance level to the
results over the same period.

After watching the video and respondents answering a set of assessment questions, they

participated in an Al-assisted qualitative interview to gain more insights into their evaluations.

14



The respondents interacted with the Al interviewer through a chat interface that resembles
popular text messaging applications on modern smartphones. Respondents in our pilot consis-
tently displayed high levels of engagement; on average, they gave 6-7 responses and wrote 50
words per interview.

Respondents in this experiment are expected to be assigned adaptively using the Exploration
Sampling algorithm introduced in Study 2. However, instead of relying on a binary behavioral
outcome, we will use the average score from the evaluation questions as the response variable.

We plan to split the sample into ten batches of 400 respondents each (total n = 4,000).

Table 5: Description of Treatment - Study 3

Benchmark: Spatial across municipalities

Comparison of the total amount of malfeasance to

National
ationa the national average
. Comparison of the total amount of malfeasance to
Regional .
the regional average.
Rankin Comparison of the total amount of malfeasance ranked
& across municipalities within the region
Benchmark: Temporal - within same municipality
. Comparison of the total amount of malfeasance
Previous

with respect to previous audit

Comparison of the total amount of malfeasance

Average (since 2016) with respect to average malfeasance since 2016

Comparison of the total amount of malfeasance ranked

Ranking (since 2016) previous audits since 2016

Evaluation and behavioral outcomes In all three studies, we aimed to evaluate which
frames and metrics about malfeasance are more compelling to the average citizen. Our initial
approach involved asking respondents a brief series of questions immediately after viewing the
videos. Participants indicated their level of agreement regarding whether the video treatments
were (1) convincing, (2) trustworthy, (3) reliable, and (4) precise. These evaluation outcomes
have been utilized within the field of political communication as a means of evaluating the
persuasiveness of various messaging strategies. O’Keefe (2021) points out that one approach
to measuring persuasiveness is by using a survey through which individuals are asked to rate
different messaging formats on their perceived message effectiveness. These questions are usually

formatted using Likert scales with end-anchors such as persuasive/not persuasive or convincing

15



or not convincing.

Behavioral outcome Our behavioral outcome measures whether respondents sought addi-
tional information about malfeasance in their local government. Prior studies have frequently
used information-seeking behavior as a proxy for the persuasiveness of specific informational
treatments. The underlying rationale is that sufficiently compelling messages are likely to
prompt individuals to engage more deeply with the political content, including seeking further
information.

In this study, we captured this behavioral response using a binary outcome: at the end of
the survey, respondents were asked whether they wanted to conclude the questionnaire or learn
more about irregularities uncovered in their local government. If respondents were interested in
learning about the amount of malfeasance found in their local council, they had to click a link at
the end of the survey. This design replicates real-world scenarios in which citizens decide whether
to explore news stories or official reports on corruption. Figure 20 in the Appendix shows how
we implemented this into the survey. Figure 21, also in the Appendix, displays screenshots
of the information shown to respondents once they decided to obtain more information about
corruption.

Similar experimental studies have used information-seeking behavior as a proxy of persua-
siveness. Singh and Roy (2018) conducted an online survey experiment to examine how respon-
dents modified their information-gathering behavior after being informed of results from opinion
polls. In their study, respondents were allowed to browse various information boards displaying
the parties’ economic and environmental positions. The author measured the level of engage-
ment by assessing whether respondents clicked on these websites and the amount of time they
spent browsing. Likewise, Ryan (2012) conducted an online field experiment to evaluate which
emotions spurred information gathering among citizens on several political issues. The author
used Facebook ads’ CTRs to different political advertisement ads to measure engagement.'3

Other research areas within political science have similarly employed CTRs on websites or
social media posts as their primary behavioral measure. Vosoughi, Roy and Aral (2018) analyzed
the differential diffusion of verified information versus false news on Twitter. They find that

social media users tend to click and share false tweets more than verified information. Research

13Within the literature of digital marketing, it has also used CTRs on Facebook ads as their primary outcome
measure. Matz et al. (2017) conducted three field experiments that tested multiple persuasion appeals and found
that tailored ads that incorporated individuals’ psychological traits yielded significantly higher CTRs
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on political participation and engagement has also extended beyond conventional outcomes, such
as voting and partisanship, incorporating more "passive" or "soft" forms of political participation,
such as signing petitions or subscribing to newsletters (Porten-Cheé et al., 2021).

Selecting an appropriate outcome is an essential step in adaptive experiments. as treatment
assignment probabilities depend on the success rates of each treatment arm. In this experiment,
treatment assignment shares were a function of the treatment’s performance only for the be-
havioral outcome. Thus, the messaging strategies with higher information-gathering rates yield
higher treatment assignment probabilities.!*

Regarding the items included in these studies to examine treatment’ arms perceived per-
suasiveness, Thomas, Masthoff and Oren (2019) found that several studies include questions
that assess whether the content is convincing, important to me or believable. As pointed out
before, we included four items with two rating scales, i.e., whether they Agree or Disagree on the
statements listed before. While this binary scale facilitates respondents’ assessment of the infor-
mation treatments, it does reduce the precision with which these assessments are captured.'® In
Study 1, in addition to behavioral and perceived measures, we included two stated preference
questions: (1) whether respondents would be willing to share the video with friends, family,
or colleagues, and (2) whether they would be willing to post the video on any social media
platform they use.

Following these questions, respondents were asked several attention and comprehension
check questions. The first assessed whether respondents recalled the main topic of the video,
while the second and third evaluated whether individuals remembered the benchmarking and
metric components, respectively. Table 15 in the Appendix summarizes the proportion of partic-
ipants who answered all three questions correctly. Table 6 provides an overview of the outcomes,

attention check questions, and their scales for all three studies.

A more suitable approach to measure persuasiveness may be using a composite index that combines be-
havioral and evaluation items. However, most advances within the literature on adaptive experiments prioritize
binary outcomes (Hadad et al., 2021; Zhang, Janson and Murphy, 2020; Offer-Westort, Coppock and Green,
2021; Jack and Lorenzo, 2017; Deshpande et al., 2017) A limitation of this approach is that it may bind existing
adaptive studies to use these type of outcomes.

5Most of the studies that the authors find either use a five-point or a seven-point Likert scale

17



Table 6: Summary of outcomes and attention checks

Outcomes Study 1 Study 2 Study 3
Evaluation Binary Binary
Behavioral - Binary  5-point likert scale

Attention/Comprehension

Topic Yes Yes Yes
Content Yes Yes Yes
Benchmark type Yes
Algorithm Variable

Evaluation - - Index (Continuous)
Behavioral - Binary -

4 Treatment Effects Estimation and Inference

Estimating treatment effects from adaptively collected data requires appropriate adjust-
ments to obtain unbiased estimates (Shin, Ramdas and Rinaldo, 2019; Rafferty, Ying and
Williams, 2019). This need arises as treatment assignment probabilities are dynamically up-
dated based on observed outcomes (Nie et al., 2018; Pallmann et al., 2018). Moreover, adap-
tively collected data can result in non-normal and heavy-tailed sampling distributions for both
treatment and control groups, potentially leading to incorrect inference (Hadad et al., 2021).

One advantage of using Fxploration sampling is that the sampling bias generated from adap-
tively collected data is expected to be negligible. As Kasy and Sautmann points out, treatment
assignment probabilities for sub-optimal arms are bound to be away from zero. Moreover,
given that this algorithm ensures that each treatment arm exponentially converges its posterior
probability, this property allows us, in theory, to use conventional t-stats to draw inferences
of treatment effects. However, as Bahety et al. (2021) indicate, given that some treatment
conditions may end up with fewer observations, randomization inference would be a suitable
approach to deal with possible high-leveraging observations. Caria et al. (2020) follow this
same approach of providing randomization-based p-values under a sharp null hypothesis of no
treatment effects.'6

Inference for adaptive experiments is a relatively new and active area of study. Zhang, Janson

6high leveraging observations affect the variance of the estimate. An alternative approach is to apply weighting
methods, followed by bootstrapping to account for this.

18



and Murphy (2020) proposed a Batched OSL (BOLS), where treatment effects are estimated
using OLS at the batch level and then weighted by the estimated variance of all batches.
The authors prove that their BOLS estimator follows an asymptotically normal distribution.
Furthermore, their simulations show that their estimation strategy significantly outperforms
similar approaches in reducing a type-I error.'”

Along with providing estimates from the previously outlined estimators, we report estimates
pooled unweighted and Inverse probability of Treatment Weighting (IPTW) estimates proposed
by Horvitz and Thompson (1952). In this statistical technique, each observation is weighted by
the inverse probability of being assigned to its condition. This estimator would be a sufficient
adjustment to yield consistent and asymptotically normal estimates.'®

Equation 5 shows the econometric specification to estimate the difference in means across

treatments. The coefficient of interest in this model is B, which represents the vector of average

treatment effects for each treatment arm.

5
Yi=Bot+ Y BTy +wX; + € (5)
k=1
The outcome variable Y; is a binary outcome of whether respondents clicked or did not click
to get information regarding the levels of malfeasance within their local government. Finally,
X, is a vector of covariates, including age, gender, and education. Given that this design
did not incorporate a pure control, the reference condition is the Standard Spatial arm. This

experimental condition, under our theoretical framework, would represent the least sophisticated

messaging strategy. 19

5 Results

In this section, we discuss the performance of the different information treatments for behav-
ioral information-seeking, evaluation items, and stated preference outcomes for all three studies.

We present the results by examining basic statistics and treatment effect estimates from both

17Similarly, Hadad et al. 2021 has put forward an Adaptively Weighted Augmented-Inverse Probability Weighted
Estimator (AW-AIPW), which also yields asymptotically unbiased and normal with low variance estimations.

18 As long as there is evidence of convergence of each arm to their posterior probability of being the best (Jack
and Lorenzo, 2017)

19 Although this treatment condition is among the most promising treatment arms, this is based on my
prior belief that this condition would yield the lowest CTR as it is the most rudimentary messaging strat-
egy. Furthermore, this is the reference category set in the pre-analysis plan. The pre-analysis plan is available
at https://www.socialscienceregistry.org/trials/7233
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unweighted and weighted estimators, which are tailored for adaptively collected data. Based on
these results, we discuss further the findings on whether we can identify systematic evidence to

indicate whether the framing and content of information about malfeasance matter.

Repeated Measures Factorial Design - Study 1 As previously described, we used four
commonly employed messaging evaluation items, asking respondents to assess each video treat-
ment on the dimensions of credibility, persuasiveness, reliability, and accuracy.

Figure 1 presents the treatment effects for all 24 video treatments. The outcome is a
standardized measure combining all evaluation items. The Foregone-Temporal and Individual
Temporal treatments rank the highest. Regarding framing, the temporal frame performs slightly
better than the spatial frame. The multivariate analyses reported in Tables 7 and 8 confirm the

same patterns shown in Figure 1, even controlling for relevant covariates and order effects.

Figure 1: Reliability Index (normalized) by Treatment Arms
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Note: This plot shows treatment effects for all 23 treatment arms. The reference category is the Baseline
Spatial Low.This treatment effects include order fixed effects. Standard errors are clustered at the subject
level.
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These results suggest that information frames can play a crucial in persuading individuals
when learning about corruption. Although these estimations are underpowered, Programme,
Individual, and Foregone emerge as the most promising arms. FEach of these exhibits larger
treatment effects in both the temporal and spatial framing conditions. The Foregone level
appears particularly promising due to the magnitude of its positive coefficient; however, these
estimates lack precision and should be interpreted with caution.

The Benchmark model in Table 7 includes a dummy variable for the temporal treatments.
This model confirms that temporal benchmarking is a slightly more persuasive messaging strat-
egy than spatial benchmarking. However, in this case, the difference in means between these
two levels is statistically indistinguishable.

In the Metrics model, we regressed the standardized evaluation index on five dummy vari-
ables representing the metric treatments, Programme, Individual, Resources, Severity, and Stan-
dard, with the Standard metric serving as the reference category. Consistent with previous find-
ings, the Foregone metric emerges as the most positively evaluated messaging treatment. While
all other treatments have positive coefficients, these are comparatively smaller in magnitude.

Table 8 reports estimates of treatment effects, including relevant covariates and/or order
fixed effects. These results are robust to these controls, and in fact, treatment effect coefficients

tend to be larger.
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Table 7: Regression Results - Information Treatments

Dependent variable: Standardized Evaluation Index

Benchmark/Metrics Benchmark Metrics
Standard Temporal 0.010
(0.015)
Severity Spatial 0.015
(0.015)
Severity Temporal 0.035*
(0.015)
Resources Spatial 0.027+
(0.015)
Resources Temporal 0.015
(0.014)
Programme Spatial 0.034*
(0.015)
Programme Temporal 0.042%%*
(0.015)
Individual Spatial 0.021
(0.016)
Individual Temporal 0.041%*
(0.014)
Foregone Spatial 0.039%*
(0.016)
Foregone Temporal 0.051%*
(0.016)
Severity 0.019+
(0.011)
Resources 0.016
(0.011)
Programme 0.033%*
(0.011)
Individual 0.026*
(0.011)
Foregone 0.040%**
(0.011)
Temporal 0.009
(0.006)
Order FE No No No No
Covariates No No No
Num.Obs. 3804 3804 3804
R2 0.006 0.001 0.004

SE are clustered at the commune level. +p < .10, *p < .05, **p < .01, ***p < 0.001.
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Table 8: Regression results to Information Treatments - Including Controls and Order FE

Dependent variable: Standardized Evaluation Index

Benchmark/Metrics Benchmark Metric Benchmark/Metrics Benchmark — Metric
Standard Temporal 0.007 0.002
(0.066) (0.066)
Severity Spatial 0.044 0.045
(0.066) (0.066)
Severity Temporal 0.110+ 0.112+
(0.066) (0.065)
Resources Spatial 0.076 0.072
(0.063) (0.063)
Resources Temporal 0.064 0.062
(0.061) (0.061)
Programme Spatial 0.136* 0.123+
(0.068) (0.068)
Programme Temporal 0.165*% 0.155%
(0.066) (0.066)
Individual Spatial 0.091 0.092
(0.069) (0.068)
Individual Temporal 0.150* 0.143*
(0.062) (0.062)
Foregone Spatial 0.111 0.102
(0.068) (0.068)
Foregone Temporal 0.180* 0.173*
(0.071) (0.070)
Severity 0.070 0.074
(0.047) (0.047)
Resources 0.067 0.066
(0.045) (0.045)
Programme 0.147** 0.138%*
(0.049) (0.049)
Individual 0.116* 0.116*
(0.048) (0.048)
Foregone 0.141%* 0.136**
(0.049) (0.049)
Temporal 0.036 0.035
(0.027) (0.027)
Order FE No No No Yes Yes Yes
Covariates Yes Yes Yes Yes Yes Yes
Num.Obs. 3336 3336 3336 3336 3336 q3336
R2 0.022 0.018 0.022 0.031 0.026 0.030

Standard errors are clustered at the commune level. +p < .10, *p < .05, **p < .01, ***p < 0.001.

Results Adaptive Experiment - Study 2 Figure 2 reports the results for the behavioral

outcome (CTR), the evaluation index (EI), and the treatment assignment shares computed by

Ezxploration algorithm. We can observe the low variance of the Foregone Spatial and Foregone

Temporal treatment arms for both behavioral and evaluation outcomes. The CTR outcome

ranges between 0.45 to 0.8 for both treatment conditions. Meanwhile, the EI is between 0.75 and

1. Conversely, we observe that treatment conditions such as Individual Temporal and Individual

Spatial have significant CTR and EI index variance. Regarding the algorithm’s performance,
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we observe how it balances the trade-off between exploiting optimal arms and exploring poor-
performing ones. First, the algorithm bounds treatment assignment shares below %50 for
the best-performing ones. In contrast, for suboptimal treatment, arms continue to receive
experimental units throughout each batch but with very low probabilities.

Table 16 reports the CTR for all six treatment arms and reports this same outcome by
frame and metric. We observe that both the Foregone and Spatial metrics outperform the
Individual metric. Specifically, we found that the Foregone Spatial and Standard Spatial arms
yield the highest CTRs equal to 0.54. This number means that out of all respondents assigned
to those treatments, 54% clicked on the link. Regarding bench-marking information, the Spatial
framing shows to be more compelling than a Temporal frame, but this difference is small; of two

percentage points. Table 17 summarizes the number of respondents assigned to each treatment

condition.
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Figure 2: CTR, EI, and Assignment Shares from Ezploration Sampling.

Note: This figure shows the CTR, EI, and treatment shares obtained from the exploration sampling
for all treatments in each batch. We observe considerable variance in these metrics from one batch to

another.
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Once we aggregate outcomes, the results show how the persuasive proxy somewhat deviates
from the behavioral outcome. Table 9 shows the proportion of people who answered ’yes’ to each
of the four binary items included in this battery of questions, including the evaluation index
20 This analysis suggests that, once collapsing treatment arms by their metric, the Individual
metric yields the highest rate of persuasiveness compared to the other two metrics. This result
is somewhat puzzling, as this treatment condition attained the lowest CRT. We also notice
barely any difference between temporal and spatial benchmarks for both outcomes. As for the
different metrics, the results are more consistent between the behavioral and the evaluation
items for the Foregone metric. This treatment factor is rated highly and has one of the highest

click-through rates (CTR).

Table 9: Persuasiveness by Treatment, Frame and Metric

Condition CTR Convincing Trustworthy Clear Precise EI
Foregone Spatial 0.54 0.74 0.81 0.89 0.75  0.80
Foregone Temporal 0.53 0.79 0.81 0.90 0.77  0.82
Individual Spatial 0.41 0.78 0.74 0.85 0.82  0.80
Individual Temporal 0.39 0.88 0.80 0.98 0.92 0.89
Standard Spatial 0.54 0.62 0.67 0.77 0.59  0.66
Standard Temporal  0.52 0.68 0.75 0.88 0.73 0.76
Frame

Spatial 0.53 0.68 0.73 0.82 0.67  0.73
Temporal 0.51 0.76 0.79 0.90 0.77  0.80
Metric

Foregone 0.53 0.76 0.81 0.89 0.76 0.81
Individual 0.40 0.82 0.76 0.91 0.86 0.84
Standard 0.53 0.64 0.69 0.80 0.63  0.69

Note: This table provides the Click-through rate (CTR) for each arm and also reports the
proportion of respondents that answer Yes to each of the PE items. The Index composite
metric is the average of all four evaluation items. The table also reports these same indicators
by Frame and by Metric.

The evidence is also mixed regarding the willingness to share the corruption information.
Table 10 summarizes the proportion of respondents who reported willingness to share and/or
post the videos. Notably, approximately 92% of those assigned to the Individual Temporal
treatment indicated they would post the video on social media, despite this treatment having

the lowest click-through rate (CTR). Consistent with earlier results, the Foregone Spatial treat-

20There is extensive literature that investigates how to construct a Composite index, but for the baseline
results, we only provide this indicator. We will explore other composite indexes in the last version of the
manuscript.

25



ment yielded some of the highest proportions of respondents willing to share or post the video
containing information about local government malfeasance. These findings reinforce previous

evidence that the Foregone Spatial arm is among the most effective messaging strategies.

Table 10: Willingness to Sharing and/or Posting by Treatment, Frame and Metric

Condition CTR Posting Sharing Both P & S
Foregone Spatial 0.54 0.89 0.82 0.82
Foregone Temporal 0.53 0.89 0.79 0.79
Individual Spatial 0.41 0.74 0.62 0.62
Individual Temporal 0.39 0.92 0.80 0.80
Standard Spatial 0.54 0.84 0.69 0.69
Standard Temporal  0.52 0.77 0.71 0.71
Frame

Spatial 0.53 0.73 0.73 0.73
Temporal 0.51 0.76 0.76 0.76
Metric

Foregone 0.53 0.81 0.81 0.81
Individual 0.40 0.69 0.69 0.69
Standard 0.53 0.69 0.69 0.69

Note: This table summarizes the proportion of respondents that an-
swered Yes to the Posting and Sharing questions. It also reports the
proportion of respondents that answered Yes to both. The table also
lists these same indicators by Frame and by Metric.

Multivariate Analysis The multivariate results align with the descriptive analysis presented
earlier but offer a more nuanced understanding of which factors most influence citizens’ responses
to corruption information. Table 11 presents pooled from the model specified in Equation 5.
This estimation approach does not explicitly account for the adaptive nature of the experimental
design but leverages the fact that Faploration Sampling ensures exponential convergence of each
treatment arm’s posterior probability. The baseline category in these models is Standard Spatial,
which ranks among the best-performing arms in terms of CTR but performs relatively poorly in
the evaluation items; thus, most point estimates are negative for the CTR outcome and positive
for the EI.

These results indicate that both Individual arms fail to be sufficiently compelling in mo-
tivating respondents to seek additional information about corruption. One dimension where

both Individual treatments notably fall short of is their perceived Trustworthiness. This sug-
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gests that certain specific attributes of this messaging strategy undermine its credibility and

prevent respondents from learning more about corruption. Another possible explanation is the

lower attentiveness of respondents assigned to these treatments. Table 15 in the Appendix

summarizes the results of three attention-check questions included in the study, illustrating a

significant drop in the number of people who correctly answered the question about the framing

used in the videos for the Individual Spatial arm. Thus, there could be issues with treatment

compliance. A third plausible explanation is that the indicators used in this study may not

fully capture all the critical dimensions needed to distinguish which information strategies are

most compelling to different audiences.

Table 11: Unweigthed and Weighted Results - Behavioral and Persuasiveness Index Outcomes

CTR CTR
(1) (2) (3) (4) (5) (6) (7) (8)
(Intercept) 0.54*** 0.24  0.66™* 0.74** 0.54** 0.10 0.66"* 0.88"**
(0.02) (0.12) (0.02) (0.09) (0.02) (0.10) (0.02) (0.05)
Standard Temporal -0.02 -0.04 0.10** 0.10"* —-0.04 —-0.04 0.10"™* 0.10***
(0.05)  (0.05) (0.03) (0.03) (0.05) (0.04) (0.03) (0.03)
Individual Spatial -0.13 -0.12 0.14** 0.12** -0.13 -—-0.13 0.12** 0.12**
(0.07)  (0.07)  (0.04) (0.04) (0.07) (0.07) (0.04) (0.04)
Individual Temporal —0.15* —-0.17* 0.23*** 0.23*** —-0.15 —0.14 0.22*** (.22***
(0.07)  (0.07)  (0.04) (0.04) (0.08) (0.08) (0.04) (0.04)
Foregone Spatial 0.00 0.00  0.14** 0.14**  0.01 0.01  0.13"* 0.13***
(0.04)  (0.04) (0.02) (0.02) (0.04) (0.04) (0.02) (0.02)
Foregone Temporal -0.010 -0.02 0.16*** 0.16** -0.01 -0.01 0.16"* 0.16™**
(0.04)  (0.04) (0.03) (0.03) (0.04) (0.04) (0.03) (0.03)
Covariates No Yes No Yes No Yes No Yes
R2 0.01 0.04 0.05 0.06 0.01 0.04 0.05 0.06
Adj. R? 0.00 0.03 0.04 0.05 0.00 0.03 0.04 0.05
Num. obs. 1200 1179 1200 1179 1200 1200 1200 1200

Note: This table reports the Unweighted and Inverse Probability of Treatment Weighting estimator using
ordinary least squares. Columns 1 and 2 report the treatment effects for the CTR outcome without and
with covariates, respectively. Columns 3 and 4 report the estimates for the Composite PE index without
and with covariates, respectively. ***p < 0.001; **p < 0.01; *p < 0.05.

The results for the Foregone Spatial arm are more consistent across all outcome measures.

While there is no statistically significant difference in the click-through rate (CTR) outcome

compared to the Standard Spatial baseline, the Foregone Spatial treatment stands out in terms

of the Perceived Persuasiveness (PP) Index. It yields a sizable and positive treatment effect,

highlighting its potential as an effective messaging strategy.?!

21The average treatment effect on the EI is approximately 0.57 standard deviations above the mean of the

baseline category.
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As outlined in Section 4, we applied Inverse Probability of Treatment Weighting (IPTW) to
address potential sampling bias resulting from the adaptive nature of the data collection process.
Table 11 presents the average treatment effects estimated using both unweighted and IPTW-
adjusted specifications. The point estimates and standard errors are broadly consistent across
specifications (Columns 1 to 4). However, the treatment effect for the Individual Temporal
condition is no longer statistically significant at the conventional 5% level under the IPTW
adjustment.

We perform the same regression analysis by collapsing observations based on their frame
and metrics component. The results of this analysis are set out in Table 12. When examining
the behavioral outcome (CTR), we find no statistically significant differences across benchmark
types, but there are for the evaluation outcome. We can observe that conveying information
about malfeasance using a temporal comparison yields 2 to 4 percentage points lower than
the spatial benchmark. However, this difference is small and statistically indistinguishable.
Concerning the persuasion index, the difference is quite substantial, which is about 0.18 standard
deviations from the baseline category.

When collapsing the arms by metric, the results are mixed. Individual underperforms rel-
ative to the Standard metric in terms of CTRs but receives higher evaluations in persuasion
items. In contrast, the Foregone metric shows a more consistent pattern: it has a positive effect

on both CTRs and the EI but yields statistical significance only for the latter.
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Table 12: IPTW estimates by Frame and by Metric - Clicked and PE Index Outcomes

Frame Metric

CTR EI CRT EI

(1) (2) (3) (4) (5) (6) (7) (8)
(Intercept) 0.53*  0.14  0.77°* 090" 0.53"*  0.11  0.74™ (.83
(0.02) (0.12) (0.01) (0.06) (0.02) (0.12) (0.01)  (0.10)
Temporal ~ —0.03 —0.03 0.05"*  0.05**
(0.03)  (0.03) (0.02)  (0.02)

Individual —0.12*  —0.12* 0.08**  0.08**
(0.05)  (0.05)  (0.03)  (0.03)
Foregone 0.01 0.01 0.10***  0.10"**
(0.03)  (0.03) (0.02) (0.02)
Covariates No Yes No Yes No Yes No Yes
R? 0.00 0.03 0.01 0.01 0.01 0.04 0.03 0.04
Adj. R? 0.00 0.03 0.01 0.01 0.00 0.03 0.03 0.03

Num. obs. 1200 1200 1200 1200 1200 1200 1200 1200

Note: This table reports the pooled weighted estimates using IPTW with and with covariates
using ordinary least squares. Columns 1 and 2 report the treatment effects for the CTR outcome.
Columns 3 and 4 report the estimates for the Composite EI. ***p < 0.001; **p < 0.01; *p < 0.05.

Inference for Adaptive Experiment One of the advantages of using Faploration sampling
algorithm is that sampling averages of each treatment arm should be consistent and asymptot-
ically unbiased (Caria et al., 2020). This property allows the researcher to conduct inference
without explicitly adjusting for the adaptive nature of the design. However, to rule out any
possible bias we implemented randomization inference, a nonparametric approach that does not
rely on this assumption. Table 13 reports the F-tests and associated p-values for treatment,
frame, and metric comparisons. Based on these results, we fail to reject the sharp null of no
differences across treatments and frames, suggesting there is no unique best arm for the CTR
outcome. However, when examining the results by frame, we do find statistically significant

differences in CTRs.
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Table 13: Randomisation Inference and Anova F-test

CTR EI

Treatments  F-statistics Two-tailed p-value F-statistics Two-tailed p-value
R. Inference 1.555 0.173 8.634 Q***
Anova Test 1.555 0.169 8.633 F**
Frame

R. Inference 0.508 0.471 4.470 0.040
Anova Test 0.508 0.475 4.470 0.034*
Metric

R. Inference 3.701 0.042* 18.284 Q***
Anova Test 3.701 0.024 18.284 Q***

Note: This table provides the F-statistics obtained from conducting randomization inference.
The sharp null hypothesis of this test is that each observation would yield the same outcome,
regardless of the allocated treatment. Based on the results from this analysis, there is
sufficient evidence to reject the null hypothesis that all treatment arms are not equal. The
estimation of the F-statistic from the randomization inference is computed using the Inverse
Probability of Treatment Weights. The table also shows the F-statistics obtained from an
ANOVA test using ordinary least squares where the outcome is the ’clicked’ or evaluation
index variable and the predictor is the treatment variable.

We extended this inferential analysis using a Batch OLS hypothesis testing procedure. This
inference method is particularly suitable for batch adaptive experiments. 2? This procedure in-
corporates randomization inference in its setup, but the computation of the observed t-statistics
is a weighted combination of each t-test from each batch. As Zhang, Janson and Murphy point
out, this approach closely relates to compute p-values for group sequential experiments, or con-
fidence intervals construction for the overall effect in a meta-analysis. Here, we imposed the
sharp null that there are no differences to the reference category.??

Table 14 reports the p-values for both outcomes by treatment using the Batch OLS inference
procedure. The results are consistent with those obtained from conventional hypothesis testing.
For the CTR outcome, none of the treatment arms were statistically distinguishable from the
reference category. However, for the composite score, we find that the Foregone treatment and
the Standard Temporal arm yield statistically significant effects, suggesting these information

strategies can indeed shape people’s perception of the quality of these signals.

22Where confidence intervals are constructed using asymptotic distribution of estimators under finite samples.
Furthermore, when the difference-in-means is near zero, and there is no non-stationary control. This technique
is particularly suitable for small sample sizes.

23In a meta-analysis, once you construct the confidence interval of the overall effect, you weigh each study as
each study is independent of the others. In adaptive experiments, each observation is independent of the other
observations within its batch.
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Table 14: Batched OLS Inference - Treatments

Treatment P-values

CTR EI

Standard Temporal 0.300  0.052
Individual Spatial 2.000  2.000
Individual Temporal 2.000  2.000
Foregone Spatial 0.737  0.000**
Foregone Temporal — 0.815 0.000**

Frame
Temporal 0.968 0.003*
Metric
Individual 0.205 0.042*
Foregone 0.915 0.000**

Examining the frame and metric factors, Table 14 presents the results from the BOLS
hypothesis testing procedure. Consistent with earlier findings, the Temporal framing is assessed
more favorably on evaluation items, while no significant differences emerge in the behavioral
outcome (CTR). Regarding the metrics factor, both the Individual and Foregone factors yield

significantly higher evaluation scores, but we observe no difference for the behavioral outcome.

Results Al-enhanced (Pilot): We conducted a pilot with 236 respondents, where we asked
them to evaluate 1 out of the 7 randomly assigned video treatments. Figure 3 summarizes the
respondents’ evaluations across multiple evaluation items. The results indicate that no single
information strategy consistently outperforms across all evaluation criteria. The Temporal -
Average Previous treatment was rated as the most convincing information treatment, whereas
Spatial - Ranking was perceived as the most trustworthy. While, the Temporal - Previous
treatment was evaluated as the clearest, and the Spatial - Regional was rated highest in terms

of precision.
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Figure 3: Evaluations - Closed-Ended Questions by Treatment Status
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As in previous study, we constructed an index by averaging responses to all evaluation
items. Based on this composite measure, the Temporal - Average Previous arises as the most

compelling information strategy. Figure 4 presents the distribution of this index by treatment.



Figure 4: Evaluations - Closed-Ended Questions Index by Treatment Status
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When we examine the results for the behavioral outcome, the Spatial - Ranking yields the
higher CTR, with approximately 56% of respondents choosing to seek additional information
about malfeasance in their local governments. This treatment yields similar rates to the refer-

ence condition, which has a 52% click-through rate (CTR).
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Figure 5: Behavioural Outcome by Treatment Status
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As pointed out before, we augmented our data collection by including an Al qualitative
interview module in our survey. Based on this pilot data, there is a high degree of co-occurrence
of features regarding the format and content provided in the different information treatments
that respondents seem to care about. As a first approach, we calculated the sentiment scores of
text generated from these interviews using different metrics. Negative values sentiment_hf beto
(-3 to -3) and sentiment__hf Distilbert (-1 to 1) reflect a higher likelihood of a text containing
negative emotions in the answers provided by the respondents. It stands out that the Temporal
Ranking arm consistently yielded the lowest negative sentiment scores among all the treatments.
Similarly, this treatment achieves the highest score for the EmoPos metric, which measures the

prevalence of positive words in the text.
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Figure 6: Sentiment Scores by Treatment Status
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6 Discussion

This paper aimed to advance our understanding of which types of information citizens find
most compelling and informative when learning about corruption in their local constituencies.
Our research contributes to the growing body of work investigating the relationship between
exposing elected officials’ misconduct and subsequent political behavior, particularly voting.
We placed special emphasis on the architecture of the informational signal, examining how
the structure and content of corruption messages shape citizen engagement. Specifically, we
identified which elements of message framing and content are most likely to capture the interest
of the average citizen.

In order to achieve our research goal, we followed three different approaches: conduct-
ing multiple experiments and further examining the different features used in the malfeasance
information literature. We began with a comprehensive number of treatment arms using a

repeated-measures factorial design. Then, we transitioned to a small subset of treatment arms,
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using conventional experiments and incorporating Al-powered qualitative interviews.

The results from these experiments identify two very different information strategies to
be somewhat equally compelling. On one end, we find that Standard Spatial, which is the
most straightforward and less sophisticated messaging strategy, performs well for the behavioral
outcome, but poorly in the evaluation items. One simple conjecture that would explain why
this arm performs well is that individuals may prefer uncomplicated and straightforward forms
of information. In the Standards arms essentially, respondents received two statistics; therefore,
the cognitive load respondents need to engage in learning about corruption should be reasonably
low.

In the adaptive experiment, the evidence also shows that Foregone Spatial is an optimal
information strategy. This treatment systematically yields higher CTRs and a high evaluation
score. This treatment gradually obtains the highest posterior probability of being the best arm,
with a considerably smaller variance. However, there is insufficient evidence to claim that this
is the unique best arm. This finding also supports the extensive literature that argues that
conveying information using a loss frame tends to be more effective. This treatment provided
significantly richer content in terms of the complexity of the information presented in this
arm. However, respondents tend to evaluate the clarity of this condition as very similar to the
remaining treatments.

The results of the Individual arms are unclear. On one end, these arms perform very highly
for the evaluation index but poorly for the CTR behavioral outcome. As raised before, these
results can be explained due to lower levels of attentiveness found mainly for the Individual
Spatial treatment. This issue is compounded by the fact that this arm received fewer observa-
tions?4, which would explain the inconsistent results we obtained for these treatments. Further
batches of this treatment would help to determine with more certainty whether these arms are
poor-performing ones.

With regards to the performance of the algorithm, Fxzploration Sampling algorithm indeed
assigned non-zero treatment assignment probabilities to weak arms and less than 50% to the
best-performing ones. However, the algorithm behaves quite erratically during the first batches.
For example, it aggressively allocates over 40% of the respondents to the best arm, even though
this arm received only 24 observations in the first batch. At the same time, under-performing

arms received near-zero treatment assignment probabilities. Such treatment assignment shares

24There might be a group of inattentive respondents driving the results.
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may not be appealing to researchers. An optimal strategy would be to favor exploration in the
first batches and exploitation in the last ones.

An important limitation of this study is whether the selected outcome captures the persua-
siveness and clarity of the different messaging strategies. An optimal approach would be to
combine behavioral and evaluation measures of persuasiveness rather than relying on a single
metric. Although using binary outcomes simplifies the estimation of the posterior probabilities
of the best-performing arms, there may be a significant loss in capturing a more nuanced metric
of the persuasiveness of the different information treatments.

Finally, given that the information treatments were hypothetical scenarios (based on actual
data from audit reports), respondents may not engage enough, as the treatments did not contain
information that may be relevant to them. A stronger and perhaps more robust design would
be to implement this experiment in the field, utilizing information from their local constituency
and a composite index. In this design, we cannot make claims about whether these information
treatments shape individuals’ political preferences or change beliefs. Still, it tells us that some

information features are more compelling than others.
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7 Appendix

Descriptives

This section contains some of the descriptive analyses referenced in the main sections of the
manuscript.

Table 15: Proportion of Correct Answers by Treatment

Condition CTR Topic Frame Metric All

Foregone Spatial 0.54 091 0.76 0.69  0.55
Foregone Temporal 0.53 0.91 0.92 0.75 0.71
Individual Spatial 0.41 0.91 0.54 0.84 0.44
Individual Temporal 0.39  0.96 0.90 0.90 0.82
Standard Spatial 0.54 0.88 0.88 0.83 0.77
Standard Temporal  0.52  0.85 0.87 0.84  0.78

Note: This table summarizes the proportion of people that answered
correctly to the three attention check questions. The Topic column
corresponds to the number of people who responded correctly to the
attention check question asked about the video topic. The Frame
column lists the proportion of people that answered correctly to the
frame that asked respondents about the frame used in the video. The
Metric columns report the proportion of respondents that responded
correctly to the last attention check question that asked about the
metric part of the video. Finally, the All column summarizes the
portion of respondents that answered all three questions correctly.

Table 16: CTRs by Treatment, Frame, and Metric

Condition CTR SE

Foregone Spatial 0.54 0.03
Foregone Temporal 0.53 0.03
Individual Spatial 0.41 0.06
Individual Temporal 0.39 0.07
Standard Spatial 0.54 0.02
Standard Temporal  0.52 0.04

Frame

Spatial 0.53 0.02
Temporal 0.51 0.02
Metric

Foregone 0.53 0.02
Individual 0.40 0.05
Standard 0.53 0.02

Note: This table provides the Click-
through rate (CTR) for each arm as well
as the standard deviation of this met-
ric. It also provides the same indicator
by Frame and by Metric.

44



Table 17: Treatment Assignment

Treatment Sample
Foregone Spatial 296
Foregone Temporal 207
Individual Spatial 68
Individual Temporal 49
Standard Spatial 408
Standard Temporal 172
Sum 1200

Note: This table reports the number
of respondents assigned in each ex-
perimental condition. In total, 1,200
respondents took part in this study.
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Table 18: Comparison between 100 and 200 First Batch Size

Treatment N.Obs: 100 N.Obs: 200
Foregone Spatial 0.22 0.11
Foregone Temporal 0.00 0.16
Individual Spatial 0.22 0.01
Individual Temporal 0.04 0.02
Standard Spatial 0.26 0.45
Standard Temporal 0.26 0.25

Note: This table reports the results from a pilot using
100 and 200 observations in the first batch using FEzxplo-
ration sampling. We identified from this analysis that
treatment assignment shares for the second batch are
susceptible to the batch size. We can find quite size-
able differences for the Foregone Temporal and Individ-
ual Spatial.

Performance of the Exploration Algorithm The main feature of Exploration sampling
is the exploitation-exploration trade-off by binding its exploitation motives, but also seeking to
identifying the best arm with a high degree of certainty. This property means that assignment
shares for poor-performing treatment arms are bounded away from zero and set a ceiling for
best-performing ones. In figure 8, the left-hand panel shows the posterior probability of each arm
being optimal. The panel on the right-hand side shows the treatment assignment shares obtained
from Exploration sampling. As depicted in this figure, the algorithm quickly departs from the
equal-size treatment proportion assigned on the first batch. It allocates roughly 45% units to
the Standard Spatial treatment condition in the second batch ?°. The algorithm moderates its
exploitation motive by assigning fewer observations to the Standard Spatial arm, even though
the probability of this arm being the best is roughly 73%.

We also find that the algorithm continuously allocates units to second-best arms such as
Standard Temporal and Foregone Temporal, as both treatments gradually converge to their
posterior probability. In the two final batches, we observe that the algorithm allots a similar
proportions in three out of the six arms, favouring exploration amongst the optimal arms.
Finally, the Foregone Spatial arm is among the optimal messaging strategies throughout the
experiment. This treatment condition yields the second-highest probability of being the best
from batches two to ten, and in the last batch obtains the highest probability. Simultaneously,
the Standard Spatial condition was in a steep downward decline from batch six onward.

Table 19 in the Appendix summarizes the results of the posterior probability of each arm
being the best, the standard deviation of the posterior probability distribution, and the sampling
share for each arm broken-down by treatment and by batch. Figure 7 complements this analysis
by depicting the posterior distribution of each arm by batch and by treatment.

25Using Thompson sampling, around 73% of respondents would be allocated to the Standard Spatial and
roughly 100% using Epsilon Greedy.
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Treatment Batch Posterior Sd Posterior Exploration

Foregone Spatial 0 0.17 - 0.17
Foregone Temporal 0 0.17 - 0.17
Individual Spatial 0 0.17 - 0.17
Individual Temporal 0 0.17 - 0.17
Standard Spatial 0 0.17 - 0.17
Standard Temporal 0 0.17 - 0.17
Foregone Spatial 1 0.05 0.07 0.11
Foregone Temporal 1 0.07 0.08 0.16
Individual Spatial 1 0.01 0.08 0.01
Individual Temporal 1 0.01 0.08 0.02
Standard Spatial 1 0.73 0.09 0.45
Standard Temporal 1 0.13 0.09 0.25
Foregone Spatial 2 0.28 0.07 0.33
Foregone Temporal 2 0.13 0.07 0.18
Individual Spatial 2 0.02 0.08 0.02
Individual Temporal 2 0.01 0.08 0.02
Standard Spatial 2 0.54 0.06 0.41
Standard Temporal 2 0.03 0.06 0.04
Foregone Spatial 3 0.18 0.05 0.34
Foregone Temporal 3 0.03 0.05 0.06
Individual Spatial 3 0.02 0.08 0.04
Individual Temporal 3 0.01 0.08 0.01
Standard Spatial 3 0.73 0.05 0.46
Standard Temporal 3 0.04 0.06 0.09
Foregone Spatial 4 0.29 0.05 0.31
Foregone Temporal 4 0.08 0.05 0.11
Individual Spatial 4 0.03 0.07 0.04
Individual Temporal 4 0.01 0.08 0.02
Standard Spatial 4 0.48 0.04 0.37
Standard Temporal 4 0.12 0.06 0.15
Foregone Spatial 5 0.11 0.04 0.19
Foregone Temporal 5 0.10 0.05 0.16
Individual Spatial 5 0.03 0.07 0.05
Individual Temporal 5 0.02 0.08 0.04
Standard Spatial 5 0.66 0.04 0.42
Standard Temporal 5 0.08 0.05 0.14
Foregone Spatial 6 0.11 0.04 0.24
Foregone Temporal 6 0.04 0.04 0.08
Individual Spatial 6 0.03 0.07 0.07
Individual Temporal 6 0.01 0.08 0.03
Standard Spatial 6 0.76 0.03 0.45
Standard Temporal 6 0.05 0.05 0.12
Foregone Spatial 7 0.14 0.04 0.25
Foregone Temporal 7 0.05 0.04 0.10
Individual Spatial 7 0.03 0.07 0.06
Individual Temporal 7 0.02 0.08 0.03
Standard Spatial 7 0.71 0.03 0.44
Standard Temporal 7 0.06 0.05 0.11
Foregone Spatial 8 0.25 0.03 0.27
Foregone Temporal 8 0.17 0.04 0.20
Individual Spatial 8 0.02 0.06 0.03
Individual Temporal 8 0.03 0.07 0.04
Standard Spatial 8 0.46 0.03 0.36
Standard Temporal 8 0.08 0.05 0.11
Foregone Spatial 9 0.39 0.03 0.34
Foregone Temporal 9 0.12 0.04 0.15
Individual Spatial 9 0.00 0.06 0.00
Individual Temporal 9 0.01 0.07 0.02
Standard Spatial 9 0.31 0.03 0.30
Standard Temporal 9 0.16 0.04 0.19
Foregone Spatial 10 0.33 0.03 0.30
Foregone Temporal 10 0.16 0.04 0.18
Individual Spatial 10 0.00 0.06 0.01
Individual Temporal 10 0.01 0.07 0.01
Standard Spatial 10 0.20 0.03 0.21
Standard Temporal 10 0.30 0.04 0.29
Foregone Spatial 11 0.33 0.03 0.30
Foregone Temporal 11 0.20 0.03 0.22
Individual Spatial 11 0.01 0.06 0.01
Individual Temporal 11 0.01 0.07 0.01
Standard Spatial 11 0.28 0.02 0.27
Standard Temporal 11 0.16 0.04 0.18

Table 19: Posterior probability, standard deviation posterior probability and exploration sam-
pling share by treatment arm
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Figure 7: Posterior Probability by Batch
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Note: This figure depicts the posterior density of each arm being the best from batch 1 to batch
11. Tt is important to highlight that the posterior probability of being the best is not the mean
of posterior probability density, but is the calculated based on many times each arm attains the
highest posterior probability from each draw of the MonteCarlo simulations. We can observe
that the mean of the distribution for the Standard Spatial and Foregone Temporal are centered
around 0.55.
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Figure 8: Posterior Probability and Treatment Shares from Fxploration Sampling
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Note: This figure depicts the probability of each arm being the best (left) and the treatment
assignment shares obtained from the Exploration sampling algorithm (right). The figure report
for both metrics for all eleventh batches. As we can see in the Posterior panel, the best-
performing treatment arm is the Foregone Spatial treatment obtaining a posterior probability
of around 33%.

Simulations

We conducted several simulations that informed this study’s design and sampling algorithm
selection. We simulated a static and an adaptive experiment with 4 and 6 treatment arms with
100 and 120 observations in each batch, respectively. In this version of the manuscript, we only
reported the simulations with 6 conditions. Figure 9 reports the results of these simulations.
These simulations are a modified version of Offer-Westort, Coppock and Green simulation sce-
narios. Some simulation parameters are based on the results obtained from a pilot conducted
in March 2021, where we collected 1,276 evaluations of the four treatment arms of interest.
Using this data, we computed the posterior probability of being the best arm for each arm. The
results of this analysis are reported in Table 20.

Scenario 1 - Clear winner: In this scenario, there is a clear best-performing treatment arm.
But, the remaining three arms have the same but substantially lower probability of being the
best. Scenario 2 - No clear winner: All treatment arms have a similar success rate. Scenario
three - Second best: here, there is a best-performing treatment arm, but there is also a competing
second-best treatment condition. Table 21 reports the simulation parameters for these three
scenarios.
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Table 20: Posterior Probability Best-performing Arm - Results from the Pilot

Treatment Posterior probability
Individual Spatial 0.21
Individual Temporal 0.29
Foregone Spatial 0.20
Foregone Temporal 0.28

Table 21: Hyperparameter simulations

Parameters Clear Winner No clear winner Second best

Prob. Best 0.30 0.28 0.30

Prob. Competing second - - 0.28

Prob. Other 0.23 0.24 0.21

Periods 10 10 10

Arms 4 4 4

Prob. Assign - Control pc ¢ g+ Rex(1—q) g+ Rex(1—q) g+ Rex (1 —q)
Rescaling Prob - Others pry pre* (1 —Re) %« (1 —¢q) pre*(1—Ry)*(1—¢q) pre*x(1—Ry)*(1—¢q)
Ceeling Prob. Best 0.9 0.9 0.9

We compared the results of these scenarios using a Thompson sampling algorithm versus a
static design where treatment assignment is equal to 1/K, and K is the number of arms. As
shown in Figure 9, the Thompson sampling algorithm successfully identifies the best-treatment
arm in the Clear winner scenario. In the No clear winner scenario, we see that both designs
identify the best arm, but the adaptive design yields a higher probability. Finally, in the Second
best scenario, the static experiment outperforms the adaptive experiment. This result may be
because the Thompson sampling algorithm struggles to reduce uncertainty about the quality of
the "True" and "Second" arms in the final batches.
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Figure 9: Simulated posteriors probabilities over Thompson Sampling and Static Designs
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The second set of simulations compares the same three scenarios conducted in Offer-Westort,
Coppock and Green but using their proposed Thompson Control-Augment algorithm. Their
algorithm allocates a proportion of experimental units into the control condition, so the best arm
and the control arm have similar cumulative samples. This modification would allow yielding
accurate estimates of the treatment effects. Figure 10 shows that the Thompson Control-
Augment sampling performs poorly in identifying the best-performing treatment arm in the
Clear winner and in the Competing second best scenarios.
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Figure 10: Simulated posteriors probabilities over Thompson Sampling and Control-Augmented
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o Total observations: 1200
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Figure 11: Root mean Square Error by Number of Batches - 6 arms/1200 observations
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Figure 12: Arm Coverage by Number of Batches - 6 arms/1200 observations
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Figure 13: Root Mean Square Error by First Batch Size - 6 arms/1200 observations
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Figure 14: Arm Coverage by First Batch Size - 6 arms/1200 observations
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Algorithm —— Control-Augmented Thompson Sampling

Additional simulations We conducted a final round of simulations where the best perform-
ing treatment arm is the Foregone Temporal and the worst performing one is the Standard
Spatial. In this case, we used a Thompson Sampling but set a probability floor of 10%. This
means that all arms get at least 10% of the experimental units in each batch. 23 shows the
results of an additional round of simulations using Kasy et al’s exploration sampling. As we
can see, although this algorithm slightly seeks more exploration across treatment arms, there is
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still one arm with less than 100 observations. Finally, we report in Table 24 the mean of each
using two weighting techniques: IPTW and Hajek-type stabilising weights.

Table 22: Results Thompson Sampling with a probability floor of 10%

Treatment Successes Trials Mean
Foregone Temporal 60 288  0.208
Foregone Spatial 21 131 0.160
Individual Temporal 31 161  0.157
Individual Spatial 20 127 0.193
Standard Temporal 26 179  0.145
Standard Spatial 7 114  0.061

Table 23: Results Exploration Sampling Kasy et al’s Exploration Sampling

Treatment Successes Trials Mean
Foregone Temporal 29 182 0.159
Foregone Spatial 23 150  0.153
Individual Temporal 22 138 0.179
Individual Spatial 49 274 0.159
Standard Temporal 24 188  0.128
Standard Spatial 5 68 0.074

Table 24: Unweighted and IPW means Thompson Sampling

Treatments Unweighted IPW Hajek
Foregone Temporal 0.208 0.204 0.208
Foregone Spatial 0.160 0.210 0.160
Individual Temporal 0.157 0.101 0.193
Individual Spatial 0.193 0.200 0.157
Standard Temporal 0.145 0.260 0.145
Standard Spatial 0.061 0.070 0.061

We can formalize how the Thompson sampling algorithm works as it reported in Offer-
Westort, Coppock and Green and Russo expressed in equations 6 to 8. There are K treatments,
and each arm k produces a successful outcome or reward with probability equal to 6% and a
failure with probability (1 — 6%). While we do not know the mean success rates for each arm
k, this means that we cannot observe vector of 6 (0 = (6',62...0%)), we can observe whether
treatment k generates a success or a failure € {0,1}. In the case of binary outcomes, we can
set a prior that the probability of success for each treatment is equal to FX|(6%).

p(0ly) o« f(yl0,a)p(0) (6)

In period t, after units are assigned to treatments, outcomes are realised for each treatment
arm k. We can also obtain the vector of responses for each treatment where X b = (X [kl] X ffbt, k),

where nf is the cumulative assignment to treatment k until period ¢ included. Then, the
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posterior probability in time ¢ is given by the Bernoulli likelihood function and a beta prior
distribution:

folo, (Oklz,r ) (7)
kot ,

At the end of each period, we assign units to each arm based on their probability of being
the best. For example, if the probability of treatment 1 being the best is equal to 0.2, in the
following period, 20% of the experimental units will receive treatment 1. We can formalize the
selection of the highest probability of success for each treatment as follows:

P10 = max{Oy, e OR[ (X, X (®)

It is important to highlight that the posterior treatment assignment probabilities incorpo-
rates the uncertainty of the quality of each arm. This posterior probability is computed over
the posterior distribution. Thus, if the posterior distribution has broad tails, the treatment as-
signment probability will be higher. Conversely, if the posterior distribution is clustered around
its mean, the posterior treatment assignment probability will be smaller. We can formally state
the steps of this sampling algorithm reported in Table 3.
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Figure 15: Screen shoots - Foregone Treatment
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Note: This figure shows screenshots of the video information treatments that subjects received
in this experiment. The top 3 images show screenshots of the Foregone Spatial treatment. The
second row of screenshots corresponds to the Foregone Temporal condition. The first frame for
both treatments reports the amount of malfeasance found in their municipality. The second
screenshot on the top corresponds to the spatial bench-marking. The second frame on the
bottom shows the temporal bench-marking. The third frame is the same for both treatments,
and it reports the number of influenza vaccines that would have been bought with the money
lost in corruption.

Figure 16: Screen shoots - Individual treatment
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Note: This figure shows screenshots of the Individual spatial and temporal treatments. The top 3 images
show screenshots of the Individual Spatial condition. The second row of screenshots corresponds to the
Standard Temporal treatment. The first frame for both treatments reports the amount of malfeasance
found in their municipality. The second screenshot on the top corresponds to the spatial bench-marking.
The second frame on the bottom shows the temporal bench-marking. The third frame is the same for
both treatments, and it reports the amount of malfeasance expressed as the amount out of every $1,000
the municipality spends.
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Figure 17: Screen shoots - Standard treatment

SE ENCONTRARON 7 8

IRREGULARIDADES

EN UNA MUNICIPALIDAD 11

LA MUNICIPALIDAD SE ENCUENTRA
EN EL GRUPO [Bllll DE IRREGULARIDADES

16 11 1o

MUN 1 MUN3 MUN4 MUN5 MUNG6 MUN7 MUN8 MUN 9 MUN 10 MUN 11MUN 12

7 8 ESTO INDICA QUE
* IRREGUL A DE IRRECULARIDADES
IRREGULARIDADES DE IRREGULARIDAL
EN UNA MUNICIPALIDAD ANTERIOR

NTE: ELABORADO EN BASE A INFORMES
:‘éEAIJDITORIAS DE LA CONTRALORIA GENERAL

ITORIA ULTIMA
All!»'?lEVIA AUDITORIA

Note: This figure shows screenshots of the video information treatments that subjects received in this
experiment. The top 2 images show screenshots of the Standard Spatial treatment. The first frame for
both treatments reports the number of irregularities in their municipality. The second screenshot on
the top corresponds to the spatial bench-marking, which compares the number of irregularities across
other local governments within the same region. The second frame on the bottom shows the temporal
bench-marking, which compares the irregularities found in the last audit with those found in the previous
audit.
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Finally, in Figure 18 we reported the posterior probability of each arm being the best-
performing treatment arm. WE conducted this analysis by making several modifications to the
pilot. 1) We included only the four arms of interest 2) we split the data into equal-size batches
of 100 observations. 3) we dichotomise the "convincing" outcome to simplify the posterior
estimation of each arm. 4) we imposed an uninformative prior, where all arms have the same
probability (1/24) of being the best arm. The results are in line with the results obtained in the
previous models, where the Foregone Temporal arm shows an increasing posterior probability
of being the best arm.

Figure 18: Posterior Probability of Best-Performing Treatment Arm
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Table 25: Sample per Treatment Arm - Pilot

Treatment Sample
Foregone Spatial High 170
Foregone Spatial Low 148
Foregone Temporal High 142
Foregone Temporal Low 165
Individual Spatial High 153
Individual Spatial Low 178
Individual Temporal High 166
Individual Temporal Low 154
Program Spatial High 175
Program Spatial Low 160
Program Temporal High 164
Program Temporal Low 168
Resources Spatial High 171
Resources Spatial Low 164
Resources Temporal High 164
Resources Temporal Low 170
Severity Spatial High 192
Severity Spatial Low 173
Severity Temporal High 169
Severity Temporal Low 149
Standard Spatial High 176
Standard Spatial Low - Baseline 179
Standard Temporal High 167
Standard Temporal Low 179
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Multi-arm bandit algorithms

Scholars have proposed a wide range of algorithms that balances the exploration-exploitation
trade-off in different ways.Westort et al put forward a Control Augment Thompson sampling
Algorithm. The basic principle of this algorithm is that it modifies treatment assignment prob-
abilities, so the cumulative samples of the control and the best-performing treatment arm are
relatively similar. Table 26 outlines the steps of this algorithm.

Table 26: Algorithm Batch-wise Thompson Sampling - Control Augmented

Algorithm 2: Batch-wise Thompson sampling - Control Augmented

1: Iniatize priors such that (az1 =1, Bi1) for k=1,..., K
2: Calculate Pkt = P[@k = max{@l, "'GK}’(al,ta 61,1&)7 . (aK,tBK,t)]
for k=1, ..., K, excluding C
3: Retrieve the best arm at time ¢ and calculate the difference between the cumulative
sample assigned to the best arm (b) and the control arm
b = argmax pr and d = ny; — noy

sample of the best arm, setting a boundary Z; € (0,1).
Find ¢ = min(maz(d/n,0), Z;)
5: Calculate the probability of assignment to the control condition, for £k =1, ..., K:
Pot=q+ R+ (1—q)
Where R; € (0,1)
6: Rescale posterior probabilities to the remaining sampling probability
Compute prs = pr¢ * (1 — Ry) * (1 — q)
7: Sample n observations using treatment probabilities in step 6.
8: Update posteriors, for k=1, ..., K:
Q41 = Q. + #success observed for arm k in period ¢
Br,t+1 = Pr,t + #success observed for arm k in period ¢

4: Calculate proportion (g) of the next batch needed for the control to match the cumulative

Similarly Russo (2020) proposes a Top-two probability sampling that adds a re-sampling step
to the conventional Thompson sampling algorithm. This algorithm calculates the posterior
probabilities of each treatment arm as the standard Thompson sampling. It then randomly
assigns units to the best two arms with a probability 8. This modification has several desirable

properties, such as an exponential rate of posterior convergen0626.

268livkins (2020) provides an exhaustive analysis of the different sampling algorithms
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Extension estimations

This section elaborates on two estimation and hypothesis testing strategies Batched OLS
and AW-AIPW estimator.

BOLS estimator The authors formalize their BOLS estimator, as the difference in means of
each arm for each batch Ay = ;1 — B0 in time ¢, which is computed as follows:

ABOLS _ 22(1 —Ayi)Rei Sk At,iRt,i

Snl—Au >on At
In equation 9, A;; € {0,1} represents a binary action chosen in batch period t. Ry ; corre-
sponds to the reward associated with each action ¢ selected. On their approach, we can conduct

the conventional hypothesis testing Hy : A = ¢ vs. Hy = A = c¢ using a t-statistics that is
weighted combination of asymptotically independent normals.

\/E At X Z Ay X (ABOLS C) (10)

no?

9)

The basic idea of their estimation strategy is to compute an OLS estimator on each batch
separately and then construct a Z-statistic for each wave and show multivariate normality.
Their technique, in essence, takes advantage that the difference in means in each batch is
asymptotically normal, and then we can weight the estimate by each batch.

AW-AIPW estimator We can compute the difference in means of this estimator (AAW —AIPW)

as follows:
AAW-ATPW _ POrARD Sy VT ( )Ytl Zt 12 V1= )Yt,O (11)
S doic1 \/7? S dic1 m

In equation 11, V7™ and v/1 —7(") are the variance stabilising weights, where 7™ is
the probability of selecting each arm, conditional on the history Ht(ﬁ)l of previous actions and
rewards until ¢t — 1.

The variance for this estimator is equal to Vo + Vl + 26’0’1 where:

0 pora 12 17rn)(y;61 BfwaIPW)Q ond T e ST 122 17T (Yto B(x)éleAIPW)z

<Zt1 > \/@)2 : <Zt1 S\ 1— wﬁ’”) ?

& ST S0 S (1= gy (v, — BAW-ATPW ) (y, | GAW=ATPW )
01 =
(ZLizm V) (SLisim y1-0)

Finally, by meeting some auxiliary conditions the student statistic is asymptotically standard
normal:

(12)

(13)

AAWfAIPW

d
(V1 N Vo) . N(0,1) (14)
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Figure 19: Screenshot survey
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Muchas gracias por participar en esta encuesta. Hay dos posibilidad de terminar con la encuesta.

Haga click en el siguiente LINK y podra encontrar informacion sobre las irregularidades encontradas en su municipalidad en un sitio web en base a datos
levantados por la Contraloria General de Chile.

o haga click en el siguiente LINK y termina con la encuesta.

Figure 20: Screenshot survey

Figure 21: Screenshot Comptroller General Office’s website
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Figure 22: Number of Answers by Treatment Status
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Figure 23: Lenght of answers by Treatment Status
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Closed-ended questions average
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issues by Treatment Status
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Figure 26: Attention checks by Treatment Status

No comparison

Spatial - National

Spatial - Ranking

Spatial - Regional

Temporal - Average previous

Temporal - Previous

Temporal - Ranking previous

0.00 0.25 0.50 0.75 1.00

. Benchmark . Benchmark type . Topic

Question: Attention check questions | sample size n=180

69



	Motivation
	Information Treatments
	Experimental Designs
	Treatment Effects Estimation and Inference
	Results
	Discussion
	Appendix

